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Abstract. In this paper we propose a strategy to optimize the per-
formance of thinning algorithms. This solution is obtained by combin-
ing three proven strategies for binary images neighborhood exploration,
namely modeling the problem with an optimal decision tree, reusing
pixels from the previous step of the algorithm, and reducing the code
footprint by means of Directed Rooted Acyclic Graphs. A complete and
open-source benchmarking suite is also provided. Experimental results
confirm that the proposed algorithms clearly outperform classical imple-
mentations.
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1 Introduction

Thinning is a fundamental algorithm used in many computer vision and image
processing tasks, which aims at providing an approximate and compact represen-
tation of the elements (objects) inside images. It can be defined as the successive
removal of outermost layers of an object until only a skeleton of unit width re-
mains [10]. Firstly introduced in the 1950 as a data compression strategy [11], the
thinning procedure is nowadays used as a pre- or post-processing step in many
different applications, ranging from medical imaging [33,34] to handwritten text
recognition [7,19] and fingerprint analysis [22]. Therefore, having an efficient and
effective algorithm is extremely important.

In the literature, a lot of approaches to solve the problem have been detailed.
The algorithm proposed by Zhang and Suen (ZS) in [35] is one of the most
famous and used, given its efficiency and simplicity. This algorithm is based on
the 8-neighbor connectivity and exploits two sub-iterations that are iteratively
performed to remove pixels and obtain the final result. In [8], Chen and Hsu
(CH) improved the output visual appearance of the Zhang-Suen approach, by
fixing some corner cases, and proposed a lookup table (LUT) solution to speed
up the process.

Holt et al. [20] tackled the problem by a different perspective and proposed
an improvement on the Zangh-Suen technique which requires less iterations, at
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Fig. 1. Naming convention for the pixel in the neighborhood of P; (a) and their overlap
when the mask is shifted for processing the next pixel (b).

the expense of examining a larger neighborhood (from 3 x 3 to 4 x 4). Even
though the algorithm solves some of the ZS drawbacks, the need to access more
pixels makes it slower, especially when implemented on sequential machines [16].

The algorithm by Guo and Hall [15] allows to better cope with 2 x 2 squares
and diagonal lines inside images using a set of rules that is very similar to the
one proposed by Lii and Wang [25].

These solutions have been proposed some decades ago, but are still com-
monly used [22,33,34] and included in many image processing libraries, such as
OpenCV [27].

Given its intrinsically iterative nature the thinning procedure is expensive
and usually very slow, especially when applied on high resolution images. Any-
way, a lot of approaches have been proposed to improve performances without
affecting the output result. Besides the already mentioned LUT technique, an
efficient neighborhood exploration technique based on decision trees has been
applied on the ZS algorithm [13]. The authors experimentally proved that the
use of an optimal Decision Tree (DTree) allows to dramatically reduce the num-
ber of memory accesses to be performed in order to explore the neighborhood,
thus improving the overall performance of the algorithm, even when compared
to implementations based on lookup table.

Both of these approaches miss a classical optimization strategy used when
working with local neighborhoods: when the scanning mask moves horizontally
most of the pixels have already been read in the previous step (Fig. 1), so only
the rightmost column needs to be read, and the others can be obtained by
just shifting the positions of the previously inspected ones. This optimization
approach is typically used with average/box filtering, running median [21], and

Connected Components Labeling [18]. A solution for combining this prediction
with DTrees was introduced in [12].
Moreover, in [3,6], a novel approach to model decision problems as Directed

Rooted Acyclic Graphs (DRAGSs) was introduced. Differently from DTrees, in
which the same set of conditions required to reach the corresponding leaf may
be checked in multiple subtrees, in a DRAG, being it a graph, these could be
merged together. Even though this approach does not save any condition check
with respect to the use of a DTree, it allows to sensibly reduce the number of
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Algorithm 1 Two subiteration thinning algorithm
1: function ITERATION(I, O, k)
2: O+ 1
changed <+ false
for all p € L(I) do
if I(p) =1 then
if sHouLD _REMOVE(I,p, k) then
O(p) «- 0
changed < true

return changed

10: procedure THINNING(I, O)

11: repeat

12: changedy < ITERATION(I, O, 0)
13: changed; < ITERATION(O, I, 1)
14: until —changedy N\ —~changed;

machine instructions, and thus the impact on instruction cache. Indeed, the code
generated from a DRAG will include the same checks only once.

With this paper we extend the DRAG model in order to apply it on state-
of-the-art thinning algorithms and improve their performance. Moreover, we
apply a solution to include a prediction strategy with DRAGs. To evaluate the
effectiveness of our proposals and compare them with existing implementations,
an open-source C++ benchmarking system has also been developed. The source
code of the benchmark, as well as the proposed algorithms, is available in [31].

2 Thinning Algorithms

Many thinning algorithms belong to the class of parallel thinning algorithms [23]:
every pixel is analyzed considering its neighborhood values in the current image,
but the result is written into a different output mask, so that the procedure can
be easily implemented on massively parallel architectures.

We consider three classical algorithms, which work with biased subiterations:
at each iteration both subiterations must be performed and if neither of them
modifies the image, the algorithm finishes. At each subiteration, the image is
scanned and for each foreground pixel we check if the pixel should be removed
(Algorithm 1).

The notation used in the algorithms is summarized here. Given I, an image
defined over a two dimensional rectangular lattice £, and I(p) the value of pixel
p € L, with p = (pg, py), we define the neighborhood of a pixel as follows:

N(p) ={q € L| max(|p; — ¢z, [py — qy|) < 1} (1)

Two pixels, p and g, are said to be neighbors if ¢ € N(p), that implies p €
N (q). From a visual perspective, p and ¢ are neighbors if they share an edge
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Algorithm 2 Removal logic functions for ZhangSuen and ChenHsu algorithms

1: function A(P)
2: return (=P, A P3) + (-nP3s A Py) + (mPs A Ps) + (=Ps A Ps)+

3: (‘\Ps A\ P7) + (—\P7 N Ps) + (“Ps A Pg) + (“Pg A\ PQ)
4: function B(P)

5: returnP2+P3+P4+P5+P6+P7+P8+P9
6: function ZS SHOULD REMOVE([, p, k)

7 P« I(N(p))

8: if K =0 then

9: c Po NPy Pg;

10: d < Py N\ Ps N\ Ps;

11: else

12: c<4 P2\ Py A\ Ps;

13: d <+ P> N\ Ps N\ Ps;

14: return (A(P)=1)A(2<B(P) <6)A-cA—d

15: function CH sHOULD REMOVE(/, p, k)
16: P« I(N(p))
17: if £k =0 then

18: ¢+ Py NPy A Ps;

19: d < P4 N\ Ps N\ Ps;

20: f — P NPy N —-Ps—P;—Pg
21: g PiNPs N Py—Ps—Py
22: else

23: c4+ P>\ Py N\ Ps;

24: d < P>\ Ps N\ Ps;

25: f — P NPy AN —Py—Ps—Ps
26: g < Ps N Ps AN ~Po—P3—Py
27: return (2 < B(P) <7)A ((A(P) =1) A—cA—d)V
28: (A(P)=2)A(fVg)

or a vertex. The set defined in Eq. 1 is called 8-neighborhood of p. In a binary
image, meaningful regions are called foreground (F), and the rest of the image
is the background (B). Following a common convention, we will assign value 1
to foreground pixels, and value 0 to background. The conditions for foreground
pixel removal depend on the neighborhood and the algorithm flavor. Following
the original notation of Zhang and Suen, pixels are enumerated in clockwise
order, with the current pixel being P;.

Algorithm 2 and Algorithm 3 provide a detailed summary of the algorithms
proposed by Zhang and Suen, Chen and Hsu and Guo and Hall. In all of them, &
represents the subiteration index: k = 0 during the first subiteration and k =1
during the second one. Support logic functions are used such as A(P), which is
the number of 01 patterns in clockwise order, and B(P), which is the number
of non zero neighbors of P;. The basic idea is to remove pixels at foreground
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Algorithm 3 Removal logic function for GuoHall algorithm
1: function GH sHouLD REMOVE(I, p, k)

2: P« I(N(p))

32 O ((P)A(PsV Pa)) + ((Pa) A (Ps V Ps))+

4: (=Ps) A (PrV Ps)) + ((=FPs) A (Po V P2))

5: N1+ (PQVPQ) (P3 \/P4) (P5 \/P6)+(P7VP3)
6: N2 +— (P2 V Pg) (P4 V P5) (Pe V P7) + (Pg Vv Pg)
7 N + min(N1,N2)

8: if £ =0 then

9: m(—(Pﬁ\/P7\/—|P9)/\P8

10: else

11: m <— (PQ\/P[;V_\P{,)/\P4

12: return (C=1)A(2< N <3)A

connected components edges (i.e., the block should not be totally foreground),
without splitting that component.

Chen and Hsu [9] observed that given the eight neighbors of P; the outcome
of the conditions is known, thus they built two lookup tables (LUT) for the
two subiterations and used the pixel values as bits for the index of the LUT.
This allows to save all the operations required to compute A(P), B(P) and the
other two conditions, adding only one memory access. The same approach can
obviously be applied to the GuoHall rules.

3 Techniques for Performance Optimization

The LUT approach suggests that thinning techniques can be modeled as decision
tables [29]. A decision table is a tabular form that presents a set of conditions
and their corresponding actions. A statement section reports a set of conditions
which must be tested and a list of actions to perform. Each combination of
condition entries (condition outcomes) is paired to an action entry. In the action
entries, a column is marked to specify whether the corresponding action is to be
performed or not. The aforementioned thinning algorithms can thus be modeled
as a decision table in which the conditions are given by the current pixel and its
neighborhood, and the only two possible actions are removing the current pixel
or not. By plugging the subiteration index k as another condition, this results
in a 10 conditions decision table (1024 rules).

The definition of decision tables requires all conditions to be tested in order to
select the corresponding actions to be executed. Testing the conditions requires
to access the corresponding pixel in the image, so solutions to avoid checking
conditions allow to improve the algorithm computational requirements.

With a dynamic programming technique, Grana et al. [14] showed how to
build an optimal decision tree that, by saving many memory accesses, resulted
in a considerable improvement in execution times.

Following [12], we observe that it is possible to include prediction in the
DTree, by keeping track of the examined pixels on the path to reach a leaf, and
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Fig. 2. Final DRAG for Zhang and Suen thinning algorithm. The octagonal shaped
root is the starting node for the first pixel in a line, double circles are roots from which
the algorithm will restart after reaching a leaf (the first number is their id), ellipses
are decisions and rectangles are leaves. The first number in leaves is the action to be
performed (1=do nothing, 2=don’t remove, 3=remove), while the second number is
the next tree to be used. The special case (root 2) is marked as a double rectangle to
stress that this root is also a leaf. Best viewed on the online version.

there selecting a different tree which employs only the unknown pixels. While
this requires a pretty tedious work, the number of possible combinations is quite
limited and it is doable. For instance, for the ZS algorithm, we obtain 18 different
reduced trees. Its possible to note that Py disappears from all trees, because it
is always known from the previous step (it was P;). Moreover a degenerate case
happens, because if Py was a background pixel, the next trees will have a root
which directly contains the action “do nothing”.

Additionally, as introduced in [3], a transformation from a DTree to a DRAG
can be performed by substituting all equal subtrees with a single instance by
making every parent node point to that unique exemplar. We can traverse the
tree and, for every subtree, search an equal one and immediately perform the
substitution. This transformation does not depend on the order in which the
original tree is traversed. As already said, getting to a leaf still requires all the
original checks, so the benefit of implementing decisions with DRAGs is that of
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reducing the code footprint. A visualization of the resulting graph for the Zhang
and Suen algorithm is shown in Fig. 2.

4 Comparative Evaluation

The proposed algorithms are evaluated by comparing their performance with
state-of-the-art implementations. There are many variables that could influence
the performance of an algorithm in terms of execution time: the machine ar-
chitecture and the operating system on which tests are performed, the adopted
compiler and its optimization settings, code implementation and last but not
least the data on which algorithms are tested. In order to ensure experiment re-
producibility and allow researchers to test and compare the algorithms on their
own settings, an open-source benchmarking system called THeBE (the THin-
ning evaluation BEnchmark) has been designed and released. The source code
of THeBE and the algorithms implementations are available in [31].

Experimental results reported and discussed in this Section are obtained
running THeBE on an Intel Core i7-4790K CPU (with 4x32 KB L1 cache,
4x256 KB L2 cache, and 8 MB of L3 cache), under Windows (64 bit) OS and
using the MSVC 19.16.27030.1 compiler with all optimizations enabled.

Tests have been performed on four different datasets that cover most of the
scenarios in which the thinning operation is usually applied:

— Hamlet is a set of 104 images, scanned from a version of the Hamlet found on
the Gutenberg Project [17]. Images have an average amount of 2.71 million
of pixels to analyze. This set of images has been already used in a previously
published paper to measure the performance of thinning algorithms [14].

— Tobacco800 is composed of 1290 document images and it is a realistic collec-
tion for document image analysis research. These documents were collected
and scanned using a wide variety of equipment over time. Images size ranges
from 1200 x 1600 to 2500 x 3200 pixels [1,24,30].

— XDOCS is a collection of high resolution historical document images taken
from the large number of civil registries available since the constitution of
the Ttalian state [2,4,5]. XDOCS is composed of 1677 images with an average
size of 4853x3387.

— Fingerprints counts 960 fingerprint images taken from three fingerprint veri-
fication competitions (FCV2000, FCV2002 and FCV2004) [26]. Images were
collected by using low-cost optical sensors or synthetically generated. In or-
der to fit them for a thinning application, fingerprints have been binarized
using an adaptive threshold [28] and then negated. Resulting images have a
size varying from 240 x 320 up to 640 x 480 pixels.

All images are provided in 1 bit per pixel PNG format, with 0 being back-
ground and 1 being foreground. The aforementioned datasets can be automati-
cally downloaded during the installation of THeBE or they can be found in [32].

The results of the comparison are reported in Fig. 3. For convenience, all the
acronyms used in this section are summarized in the following. ZS identifies the
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Fig. 3. Average run-time test on different datasets. Results are obtained under Win-
dows (64 bit) OS with MSVC 19.16.27030.1 using an Intel Core i7-4790K CPU. For
the sake of readability numbers are given in ms in (a) and (b), while they are give in
s in (c) and (d). Our proposals are identified with *. Lower is better.

Zang and Suen algorithm originally presented in [35], GS is the algorithm by
Guo and Hall [15], and CH is the algorithm proposed by Chen and Hsu in [].
Moreover, the acronym LUT identifies the lookup table implementation of a
given algorithm, TREE represents the version of the algorithm based on optimal
decision trees (thus without prediction), and DRAG identifies the application of
the complete pipeline proposed. It is important to note that both the “standard”
and LUT versions of the algorithms also use prediction, avoiding to read pixels
that have already been read in the previous step.

All the variations of a given algorithm (standard, LUT, TREE, and DRAG)
differ only in execution time, and always produce the same output on the same
input image. This is directly verified by THeBE.

Keeping in mind that the three thinning algorithms (ZS, GH, and CH) pro-
duce different results, and should be selected based on the task needs, we can
observe that CH always shows the best performance. As reported in literature,
the use of LUT always improves performance of about 25% with respect to the
standard.

Even thought the LUT version of the algorithms employs prediction, the
implementation based on optimal decision trees, which does not, performs better
(about 50% wrt the standard). This can be explained considering how the LUT
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and the TREE version of the algorithms work. The prediction applied on the
LUT table is able to avoid the condition check of six pixels at each step of the
scanning phase. On the other hand, the TREE version requires to check up to 9
pixels in the worst case but just one pixel in the best one. On average, it is able
to avoid the read of more than six pixels at each step of the scanning phase.

The DRAG version of the algorithms, combining the benefit of both predic-
tion and decision trees, always improves for an average total speed-up of about
60% compared to the the standard. The speed-up of DRAG with respect to
TREE is 20% for ZS and CH and 15% for GH on average.

5 Conclusion

In this paper, a systematic approach to minimize the number of memory accesses
during neighborhood exploration has been applied to three widely employed
iterative parallel thinning algorithms. The reported results clearly demonstrate
that a significant improvement can be obtained on the state-of-the-art.

The availability of a public and open-source system (THeBE) allows re-
searchers and practitioners to really test the best solutions on their specific
environment, and to possibly further improve them in the future.
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